Window-Based Distribution Shift Detection for Deep Neural Networks
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Introduction Selection with Guaranteed Coverage (SGC) Complexity analysis
SGE elies on Lemma 4.1 {see paper), which gets as input . S A theoretical complexity analysis is given —2. Method Space Time
_ . . . _ ¢(0,S,,), and returns b*, such that, Algorithm 1: Selection with guaranteed coverage (SGC)
he study introduces Coverage-Based Detection (CBD) for detecting distribution shifts ) ) | , — . — A il it Veic ic o How VIMD O(m?+ k2 +mk) O(d(m? + k> + mk))
in deep neural networks, focusing on continuous monitoring to identify deviations in Prs, 1c(0, Px) < b*(m,m - ¢(0,5,),0)} <9, Input: detection-training set: Sy, CO”ﬁd?”ie‘rate function: xy, A emp[ncg COMPIEXity analysis 1S sIVEn — Showing our (S Old(m+k))  O(d(mlogm + klog k)
i data duri tional ph .e., returns a lower bound on the true coverage, ¢(f, Px) confdence parameter o, target coverage: ¢ method's significant run-time advantage, > OOM reduc- >~ ) -
Nput data during opéerational phases. €., Tetd U U 5&, AV, 'x ). Sort S,, according to s ¢(x;), x; € Sy, (and now assume w.l.o.g. fon over the best baseline. with m — 1. 000. 000 detection- Single-instance O (k) O (k)
Scan for paper  Scan for Repo. that indices reflect this ordering). L | ’ - ’
SGC gets as input: i = 1, Zmax = M training samples. CBD (Ours) O (k) O (k)

for i =1to k = [log,m| do

Problem formulation and goal * A detection-training set, Sm ~ (Px)™ 2 = [(zmin + 2max)/2) _
* A desired coverage (lower bound), ¢ 0i = k() 102 4 Methods 9.71 x4 0 (s)
We are given a pretrained model f, trained on a labeled set, S, = {(z1,v1),..., (20, yn)} ~ P™ We are also given - ad Calculate ¢,(0;, Sm) ?
. . . . . Confidence parameter, o. Solve for b (m,m - ¢ (9 Sim), ) {see Lemma 4.1 in the paper} ] —e— CBD (Ours)
an unlabeled and typically large detection-training set (or calibration set), denoted as S,, ~ (Px)™. The goal can be | if b (m,m - C(@ q )Z ;’< e then : _
formulated as follows, And outputs: Zmax = % ; - 01 Eg-gn;beddmgs
. end E D -Softmax
1. Given an unlabeled test sample, W;. ~ QF, where Q may be a different distribution from Pk, the task is to determine The actua gua*ranteed coverage (true coverage s = 2 —e— MMD-Embeddings
whether @ # Px. ower bound), .' . end A ; — —e— MMD-Softmax
2. Achieve (1) while ensuring that the time and space complexity of each detection decision over a test window remains " The corresponding threshold, ¢, for constructing  Output: bound: by(m, m - &(0, Sm), 7). threshold: 6. v 100 -
within o(m) - avoiding continuously referencing .S,,.. the appropriate gy. 0,
Theorem. Assume S, is sampled i.i.d. from Py, and consider an application of Algorithm 1. For k = [log, m|, let g 10-1 - > OOM
Contributions bX(m, m - ¢;(0;, S), k) and 6; be the values obtained in the it" iteration of Algorithm 1. Then, - .
Prgm{ﬂz ; C(Qi,PX) < b;‘(m,méz(@,Sm),%)} < 0. é 203)(10 (S)
1. Adistribution shift detector, CBD, which can easily be integrated to any classification model, significantly outperforming _ 10-2 - —e— |
carlier methods. Coverage-Based Detection (CBD)
2. Given a test window of k samples, W,., determine whether or not it is deviated from the original distribution, with | | | | |
O(k) time and space complexities (independent of the size of S,,) - dramatic improvement to previous baselines. Our CBD technigue employs SGC across multiple target coverages (Ciarget) to identify the corresponding lower bounds and _3 -
thresholds, {07,0;}; ta{get, for the true coverage of the underlying distribution. 1077 = 5.19%X10T%(s)
Selective prediction .
10~
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Selective prediction techniques aim to create models that make reliable predictions but can abstain under high uncertainty:. 101

We Iintroduce key definitions and concepts for their use in detecting distribution shifts,

" kf(x) - a confidence-rate function.
* golx|r) = Lrp(x) >

f] - a selection function. Experiments

0,5 x;|Kk) - the empirical coverage of S;. given 0. . . . . . .
= (0, 5) = kZz 1 96(Ti|K) P g k8 | We benchmark our method against a range of established benchmarks, including both population-based and single-
 c(0, Px) = Ep,|gy(x|rk)] - the coverage (or true coverage) of Py given . instance detection technigues; CBD excels in most combinations of architecture, window size, and evaluation metrics.
| | Notably, when applied over the ViT-T architecture, CBD achieves remarkable results, registering over 86% in all threshold-
True abe Dog ® independent metrics (such as AUROC, AUPR-In, AUPR-Out), particularly across a window of 10 samples. This performance
g /"W s significantly superior to its closest competitors, with CBD maintaining a substantial lead of approximately 20%.
P d. . . D Otarget O Ma ﬂItUde b ]
e |Ct|0n. Og 1 ,—7% Window size
/ = E ( _ C(@ Wk)) ( ((9 Wk) ‘b*) Architecture Method AUROC + / AUPR-In 1 / AUPR-Out + / DetectionError | / FPR@95TPR |
K: 0.7 Ctarget J J 10 20 50 100 200 500 1000
9=1 ‘ Softmax | 61/67/62/34/67 | 73/74/74/31/64 87/90/85 /13 /27 89/89/89/15/29 04/95/92/7/14 99/99/99/2/4* 100/100/100/0.4/0.9
Embeddings 72/74/73/28/56*  68/73/74/24/48 81/84/79/18 /37 75/76/79/22/44 | 76/79/79/20/40  84/87/84/13/26  86/88/84/13/26
M Softmax | 54/61/56/36/72 | 62/65/62/37/72 73/76/72/29/56 73/73/78/33/59 | 79/79/79/35/54 | 83/85/83/15/30  85/85/85/22/37
. ResNeto0 Fmbeddings  75/72/77/38/70  79/78/79/29/57 ]7/87/86/18/37 83/86/81/15/30 | 83/85/82/14/20 83/85/83/17/32  83/86/82/13/26
0971 E;V;;?cifff\fenri e Tl E&V;:?ciffj\fenr‘i e S SR 56/65/55/34/68 | 72/73/72/32/63 71/75/72/28/56 77/78/79/25/50 | 84/85/83/19/40 | 87/88/87/14/28  88/88/89/15/30
5 Target coverage 1ol X Target coverage NEIETISEaNeE  Fotropy | 64/69/63/32/64 | 73/73/73/32/63 T4/78/73/26/52 80/80/81/23/47 | 84/85/84/17/35  87/87/87/15/31  90/90/91/13/26
o 0.8 " | @ Violations CBD (Ours) 78/70/82*/42/34 |88*/91* /87*/15*/30* 95*/95*/93*/9* /17* 93*/93*/92*/10*/20* 97*/97*/97*/5/10 98/98/98/4/7 1100/100/100/0.4/0.9
Prediction: D()g 2 07 = Softmax | 71/72/75/32°/63° 84" /51/83/21/13 39/91/88/13/27 02/93/91/10/20 | 95/97/94/5/11 | 96/96/97/6/11 _ 100/100,/100/1/2
A 0.7 Embeddings  63/67/63/37/75 | 65/66/67/37/75 77/78/76/27/54 72)73/76/27/53 | 84/83/86/22/43  86/87/86/15/30  79/81/81/18/36
Ic: 0.8 C = = 06 - | MDD Softmax | 75/73/75/38/72 | 78/78/78/30/59 86,/89/82/17/32 86/80/84/14/26 | 87/88/86/14/28  89/90/88/12/24  90/91/88/11/22
3 L 06 ) MobileNetV3-5 Embeddings  67/67/68/39/75  66/67/68/37/74 7277712347 75/75/79/28/53 | 89/87/87/20/39  81/82/81/21/40  82/86/80/15/30
=) / D s et SR 58/62/60/37/74 | 65/70/66,/30/60 36,/87/86/19/39 86/88/84/15/30 | 93/93/93/11/22 | 96/97/95/5/10 08,/98/97/3/7
S 0.5 3 NBIETISEaNE  Entropy | 52/61/57/36/72  64/70/65/29/57 85/86/86,/17/33 87/88/85/15/29  93/93/94/11/22 | 96/96/96/6/12 08/99/98/3/7
é é 04 CBD (Ours) 80*/73/82/40/80  80/85/76/20/40 | 94*/95%/93*/8*/15* | 94/94/94*/11/21 = 95/96/95/6/13 97/98/96/4/8  99/99/99/1/2
0.4 e Softmax | 62/68/66/30/59 | 85/86/83/19/41 32/82/83/21 /42 00/91/91/11/22 | 83/89/90/11/22 | 95/96/95/5/11 03/98/98/3/6
0 Embeddings  68/66/71/38/76  76/83/73/19/38 82/86/80/17/34 81/82/81/20/30 | 81/84/80/17/34  76/75/82/22/44  84/83/86/19/38
0.3 | MDD Softmax | 58/59/64/44/82 | 69/70/73/38/69 7778077 /22,44 75/80/76/20/40 | 80/86/78/15/29 |89/91/90/12/23  93/94/92/7/15
05 vil=t Fmbeddings  61/59/68/46/85 | 74/77/74/26/53 32/84/80/20 /40 R0/82/83/21/39  82/81/82/20/40  78/76/81/22/44  TT/78/79/24/45
05 et SR 67/70/70/31/61  T8/76/77/29/58 76/79/76/23/45 89/90/86/14/29 01/93/91/9/20 | 97/97/97/5/11  99/99/98/2/5
Prediction: Cat | 01 NBIETIStaNE  Entropy | 69/74/69/27/53  79/78/78/27/55 7578 /74/22 /44 89/89/90/15/31 | 86/87/87/14/28 | 93/94/93/7/14 07/97/97/4/9
' X 0 CBD (Ours) 89* /86*/90%/28/56 91 /87 /92 /24/47 94*/93*/95* /13*/25* 95*/96*/96*/8*/15* 97*/96*/97*/8/16 98*/98/98/4/9  99/99/99/3/6
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(@) No-shift case.
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(b) Shift case (ImageNet-0O).
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